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By using a second-order time-dependent Ginzburg–Landau model, we simulate the dynamic polarization hysteresis behavior of a ferroelectric system subjected to a sinusoidal electric field. We examine polarization hysteresis loop structure as a function of both field amplitude and field frequency. The relationship between the latter and hysteresis loop area, i.e., hysteresis dispersion, is calculated. Departing from previous work that established that the considered model produces experimentally expected hysteresis dispersion in the low-frequency regime, we demonstrate that (i) this model also produces experimentally expected hysteresis dispersion in the high-frequency regime; (ii) this dispersion implies, in agreement with experimental observations, that system relaxation is characterized by an effective characteristic time which is inversely proportional to field amplitude when the latter is sufficiently high; and (iii) the considered model predicts a symmetry-breaking transition that depends on both field frequency and field amplitude. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.5000139]

I. INTRODUCTION

Understanding the electronic response of dielectric materials to radio-frequency electromagnetic fields is an outstanding goal in the solid-state theory.1 The root of the problem is that electronic phenomena cover such wide ranges of time and length scales that no theory has yet been developed which has practical applicability to all scales in a completely general sense. Therefore, there is significant interest in developing theory that is at least applicable to specific subsets of these scales. The inherent challenge is that there can be many orders-of-magnitude in difference between the timescales over which electric field induced macroscopic property changes occur (e.g., 10⁻⁹ s for microwaves) and the timescales over which detailed electronic structures may shift and oscillate (i.e., 10⁻¹⁸ s). This can be prohibitive for current methods of direct simulation when systems are sufficiently large.2–7 For example, using first-principles quantum mechanics models to merely determine the atomic and electronic structures of ferroelectric materials, without even considering dynamical properties, is difficult because computational speed is limited and the required algorithms scale poorly as the system size increases.4 Consequently, simulations typically model not more than several hundreds of atoms.4 This size restriction can preclude adequately capturing the multiscale physics associated with domains.6 Worsening the situation, some state-of-the-art theory is not suitable for modeling strongly nonlinear behavior, and it is precisely this behavior that is of applied relevance sometimes (e.g., see Refs. 11–17).

Because of these challenges, valuable and otherwise unattainable understanding of the dynamic properties of dielectric materials may be provided by phase-field approaches. One such approach that can be applied to study ferroelectric systems, which can exhibit prominent nonlinear relationships between a system’s polarization P and an applied electric field E to which it is subjected, is the time-dependent Ginzburg–Landau (TDGL) methodology. However, because the classical TDGL equation is only first order in time, it fails to model inertial effects. Consequently, when considering a system subjected to an applied electric field oscillating with a frequency ω, this equation can produce increasingly inaccurate predictions as ω increases.18–20 A salient example of this behavior is provided by the inability of this equation to produce the resonance peak associated with the dielectric response of a ferroelectric subjected to a high-frequency applied field.20 However, by including a kinetic energy term with the Landau free-energy expansion, B. Wang et al. established in Ref. 20 a second-order TDGL model that rectifies the aforementioned inertial deficiency. In Ref. 21, Y.-L. Wang et al. applied this model to simulate initial polarization curves and P–E hysteresis loops, i.e., the dependences of P on E. They examined hysteresis loop area as a function of field frequency, i.e., hysteresis dispersion, and confirmed that this model produces the experimentally expected result that loop area increases with ω when the latter is sufficiently low.21 However, Y.-L. Wang et al. concluded that this model is implied to be valid only for low-frequency applied fields because their simulations do not confirm the experimental observation that loop area decreases with increasing ω when the latter is sufficiently high [e.g., higher than 100 Hz in the case of a Pb(Ti₀.₄₈Zr₀.₅₂)O₃ ferroelectric system].22–24 Similar second-order models have been considered in Refs. 18 and 23–41, but these studies do not examine hysteresis dispersion in the high-frequency regime.

In the present work, we apply the second-order TDGL model of Ref. 20 to simulate a ferroelectric system subjected to a sinusoidal electric field. We examine polarization hysteresis loop structure as a function of both field amplitude and field frequency and confirm the low-frequency dispersion result obtained in Ref. 21. However, we also...
demonstrate that (i) the model of Ref. 20 produces experimentally expected hysteresis dispersion in the high-frequency regime; (ii) this dispersion implies, in agreement with experimental observations, that system relaxation is characterized by an effective characteristic time which is inversely proportional to field amplitude when the latter is sufficiently high; and (iii) the considered model predicts a symmetry-breaking transition that depends on both field frequency and field amplitude.

Our work provides more than just advancement in the development and validation of theory. The \(P\)-\(E\) relationships exhibited by ferroelectric systems, as well as their short response times to applied electric fields, make them interesting candidates for the fabrication of filters and switches that provide passive tunable transmission of radio-frequency electromagnetic fields. For example, it has been predicted that the carrier concentration and resulting conductivity of a two-dimensional electron gas (2DEG) can be altered by the electric field due to the interface polarization of a ferroelectric in close proximity to a 2DEG. Because the polarization of a ferroelectric is dependent on an electric field applied to it, a ferroelectric paired with a 2DEG may then result in a system exhibiting a field-dependent switching between a non-conducting (transmissive) and a conducting (non-transmissive) state. However, designing such a system to have particular transmission properties requires a model that can accurately relate the field-dependent properties of a ferroelectric system to the parameters on which those properties depend. Establishing the validity of such a model and how to implement it are thus important for realizing particular applications. Furthermore, understanding how ferroelectric polarization hysteresis loops depend on frequency is relevant to a new generation of modulators and rectifiers, as well as data storage devices. Additional information pertaining to the technological benefit of studying the dynamic polarization hysteresis properties of ferroelectric systems is provided by Refs. 21, 42, 45–48, and references therein.

The rest of this article is organized as follows. In Sec. II, we discuss the model, parameters, and numerical method we use. In Sec. III, we discuss results concerning the parameter dependence of polarization hysteresis loop structures and propose an explanation for why a previous study failed to obtain certain of the results that we present. In Sec. IV, we extend the analysis of the preceding section by elaborating on hysteresis dispersion. In Sec. V, we determine and discuss the field-dependent system relaxation times that we obtain from the dispersion curves. In Sec. VI, we consider the symmetry-breaking transition that depends on both field frequency and field amplitude. Finally, in Sec. VII, we summarize our results, discuss information pertaining to model parameters, and point out some previously unmentioned limitations of the considered model.

II. MODEL, PARAMETERS, AND NUMERICAL METHOD

In what follows, we discuss a model of a ferroelectric system where the ferroelectric is taken to be perfectly insulating. For a broader discussion of such systems, though, we refer the reader to Refs. 8 and 49–55. Proceeding as in Ref. 20, we consider a system in a three-dimensional Cartesian coordinate system with dimensions \(x \times y \times z = L_x \times L_y \times h\). The polarization \(P\) is taken to be directed along the \(z\) axis. We examine free-energy contributions from: (i) the Landau free-energy expansion expressed to only sixth order (i.e., terms higher than sixth order are truncated); (ii) the Ginzburg terms; (iii) the depolarization field \(\vec{E}_d = (E_x, E_y, E_z)\); (iv) an applied electric field \(\vec{E} = (0, 0, E)\); (v) epipolar stresses \(\sigma_{xx} = \sigma_{yy} = \sigma_r\); and (vi) free surfaces. The total system free energy is then provided by

\[
F = \int \left[ \frac{1}{2} \left( \frac{\partial P}{\partial x} \right)^2 + \frac{A}{4} P^2 + \frac{B}{4} P^4 + \frac{C}{6} P^6 + \frac{D_{11}}{2} \left( \frac{\partial P}{\partial z} \right)^2 + \frac{D_{44}}{2} \left( \frac{\partial P}{\partial x} \right)^2 + \frac{(\partial P}{\partial y} \right)^2 - \frac{1}{2} \frac{E_d P - E P}{2\sigma_r \varepsilon_0} \right] dv + \int_{S_1} \left[ \frac{D_{11}}{2} \delta_1^{-1} P^2 dxdy \right] + \int_{S_2} \left[ \frac{D_{44}}{2} \delta_1^{-1} P^2 dxdy \right] + \int_{S_3} \left[ \frac{D_{44}}{2} \delta_1^{-1} P^2 dxdz, \right]
\]

where \(A, B, C, D_{11}, \text{ and } D_{44}\) are the bulk material expansion coefficients, \(S_1, S_2, \text{ and } S_3\) represent the six surface planes, \(\delta_1\) and \(\delta_2\) are the extrapolation lengths that measure the strengths of the surface effects, and \(\varepsilon_0\) is a stress-free strain due to polarization and is given by \(\varepsilon_0 = \varepsilon_{xx} = \varepsilon_{yy} = \varepsilon_{QQ} = Q^2\), where \(Q\) is an electrostrictive coefficient. \(D_{11}\) and \(D_{44}\) represent domain-wall energy densities that characterize the energy from dipole–dipole interactions resulting from spatially inhomogeneous polarization. Further elaboration pertaining to Eq. (1) is provided by Refs. 18, 20, 23, 28, 52, and 56–69.

Proceeding with the derivation provided in Ref. 20 where polarization is postulated to have inertia, a kinetic energy term then contributes to the total system energy. This term is given by

\[
T = \frac{1}{2} \rho \left( \frac{\partial P}{\partial t} \right)^2,
\]

where \(t\) denotes time and \(\rho\) is the material-dependent effective mass density. The latter is determined by the relation of the mass density of dipoles to the charge density of dipoles.

We mention that although it is not explicitly stated in the reference which established the model that we consider, this model does not account for ferroelectric strain that exhibits relaxation effects or inertial effects. That is, ferroelectric strain at a given time is modeled to depend only on the system polarization at that time. Studies indicate that such behavior can be assumed for many ferroelectric materials when the applied field varies sufficiently slowly. However, phase-field models exist in the literature that may aid in the construction of a simulation which can capture the relaxation effects and inertial effects that result from polarization-induced strain.
Proceeding with the derivation in Ref. 20, the Lagrange function for the system is then provided by

$$L = \int \int \int \int \int T dv - F,$$

(3)

and the evolution from time \( t_1 \) to \( t_2 \) depends on the "action" integral given by

$$I = \int_{t_1}^{t_2} L dt.$$

(4)

By using a process similar to that used to derive the classical TDGL equation (see, e.g., Refs. 18, 23–25, 32, and 73–75 for insight pertaining to this), one can then obtain the polarization evolution equation given by

$$K \frac{\partial P}{\partial t} = \frac{\delta I}{\delta P} = -\rho \frac{\partial^2 P}{\partial t^2} - AP + 4Q \sigma P + E_d + E$$

$$- BP^3 - CP^5 + D_{11} \frac{\partial^2 P}{\partial x^2} + D_{44} \left( \frac{\partial^2 P}{\partial x^2} + \frac{\partial^2 P}{\partial y^2} \right),$$

(5)

where \( K \) is a kinetic coefficient related to domain mobility. Information on evaluation of the functional derivative is provided by Ref. 76. We note that \( \delta I / \delta P \) can be considered to represent a thermodynamic driving force for the spatial and temporal evolution of the system. As indicated by Ref. 77, this means Eq. (5) is of the form "velocity proportional to force," and this equation describes a viscous-type mechanism where \( K \) measures the ability of the system to resist the action of this force. Furthermore, Ref. 21 indicates that \( \partial P / \partial t \) is proportional to the material’s viscous force, which acts in a direction opposite to that of \( P \). This means that a higher thermodynamic driving force will result in a more viscous material.

Proceeding with the derivation in Ref. 20, the divergence theorem for the electrostatic depolarization potential \( \Phi \) then provides

$$\frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \frac{\partial^2 \Phi}{\partial z^2} = \frac{1}{\varepsilon} \frac{\partial P}{\partial z},$$

(6)

where \( \varepsilon \) is the dielectric constant of the ferroelectric without the effect of spontaneous polarization. Then,

$$E_d = - \frac{\partial \Phi}{\partial z}.$$

(7)

Proceeding as in Ref. 21, we (i) set \( E = E_0 \sin(\omega t) \), where \( E_0 \) and \( \omega \) represent the field amplitude and field frequency, respectively; (ii) consider a two-dimensional system in the \( x-z \) plane; and (iii) take this system to have periodic boundary conditions. The latter approximation becomes increasingly accurate as the depolarization field resulting from polarization-induced surface charges disappears. In the case of a ferroelectric material sandwiched between two electrodes, this depolarization field has been modeled to vanish as material thickness \( h \) increases.\(^{64,78,79}\) We mention that in the experimental studies which provide the data that we compare our simulation results to, the ferroelectric materials are sandwiched between electrodes. Additional information pertaining to surface characteristics is provided by Refs. 35, 42, 49, 52, 64–68, and 78–112.

Proceeding, we take the initial polarization of the system to be spatially uniform. This provides a monodomain system. Then, because we model neither thermal vibrations (e.g., Refs. 24, 25, 106, and 113–115) nor crystal defects (e.g., Refs. 21 and 116–122), the dynamics of the system is reduced to that of a single differential equation, i.e., a second-order Landau–Khalatnikov equation.\(^{24,25}\) In the subsequent discussion, we refer to both this equation and the second-order TDGL equation as second-order Landau equations. We note that the second-order Landau–Khalatnikov equation has been referred to as a Landau–Khalatnikov–Tani equation.\(^{24}\) Furthermore, we mention that this equation results in a polarization evolution expression which is identical in form to the Duffing equation if both \( E = E_0 \sin(\omega t) \) and the Landau free-energy expansion is expressed to only fourth order.\(^{23,123,124}\)

The dimensionless variables employed in Ref. 21 are used, i.e., we let

$$\tilde{t} = \sqrt{\frac{|A|}{\rho}},$$

$$\tilde{P} = \frac{P}{|P_0|},$$

$$\tilde{E} = \frac{E}{|A||P_0|},$$

and

$$\tilde{\omega} = \omega \sqrt{\frac{\rho}{|A|}}.$$  

(8)

This provides

$$K \sqrt{\frac{1}{\rho|A|}} \frac{d\tilde{P}}{dt} = -\frac{d^2 \tilde{P}}{dt^2} + \left( \frac{4Q \sigma}{|A|} - \frac{A}{A} \right) \tilde{P} + \tilde{E}_0 \sin(\tilde{\omega} t)$$

$$- \frac{B|P_0|^2}{|A|} \tilde{P}^3 - C|P_0|^4 \tilde{P}^5,$$

(9)

where \( \tilde{E}_0 \) is the normalized amplitude of the applied field.

All of the simulation results displayed in the present work were obtained by using the following parameters from Ref. 21: \( A = -4.124 \times 10^7 \text{Nm}^2/\text{C}^2, \ B = -2.097 \times 10^8 \text{Nm}^5/\text{C}^4, \ C = 3.412 \times 10^9 \text{Nm}^{10}/\text{C}^{6}, \ Q = 0.113 \text{m}^4/\text{C}^2, \ \sigma_t = 1.3 \times 10^9 \text{N/m}^2, \ P_0 = 0.963 \text{C/m}^2, \ \omega_0 = 2\pi/6400, \ \text{and} \ K/\sqrt{|\rho/|A|} = 3000. \) These selections were made in order to facilitate a comparison of our results with those of Ref. 21. However, we have also performed simulations by using the free-energy coefficients that are provided in Ref. 125 for BaTiO\(_3\) and PbTiO\(_3\) at temperatures of 100 K and 293.15 K, respectively. These simulations have produced results that are comprehensively qualitatively identical to those which we have obtained by using the coefficients from Ref. 21. Consequently, the qualitative results that we present are expected to be exhibited by...
various ferroelectric materials. Polarization and its first-order derivative are initialized to zero.

Equation (9) is solved by using an explicit fourth-order Runge–Kutta method. To meet accuracy requirements at all frequencies considered, the time step is chosen to be $\tilde{T}/10^7$, where $\tilde{T}$ is the normalized period of the applied field. Our numerical method will be discussed again in the last paragraph of Sec. III.

As indicated, we consider a model in which polarization switches only by variation of the modulus of the longitudinal component of polarization that is parallel to the applied field. However, this is not the only mechanism by which a ferroelectric system’s polarization may switch in response to a linearly polarized applied field. For example, at crystal defect sites, there may be polarization components that are perpendicular to the axis of such a field. This may result in polarization switching that occurs by polarization vector rotations. For perovskite-type ferroelectrics, Ricinschi et al. have indicated that such rotations are relatively insignificant when the applied field is sufficiently large. At smaller fields, though, these rotations can be more significant. This occurs for a perovskite-type ferroelectric near to the morphotropic phase boundary, i.e., the boundary between the rhombohedral and tetragonal phases in the concentration–temperature phase diagram. Further discussion pertaining to polarization switching mechanisms is provided in the second paragraph of Sec. V, and we elaborate on defects and other factors that may induce polarization rotation in the last paragraph of Sec. VII.

Before presenting our simulation results in Secs. III–VI, we provide a few comments regarding the model itself. We note that in the case of monodomain systems characterized by Landau-type potentials, there is conflict in the literature regarding whether or not chaotic behavior will be displayed for any combination of $E_0$ and $\omega$. We are aware of only one study where a second-order Landau equation is used to study the dynamics resulting from potentials of this type, though, and this work does indicate the onset of chaos when field amplitudes are sufficiently high. We do not attempt to confirm this result. We also mention that in the case of monodomain systems characterized by Landau-type potentials, there is disagreement among previous studies about whether or not polarization oscillations of a frequency identical to that of the applied field will eventually be exhibited for any combination of $E_0$ and $\omega$. Our results that address this issue are discussed in Sec. III. We also note that although our simulations are suitable for modeling the behavior of a single crystal, experimental observations indicate that a single-crystal treatment can adequately capture certain characteristics of a polycrystal. Nevertheless, because the characteristics of polycrystals can be quite different from those of single crystals, the reader is referred to Refs. 72 and 73 for information pertaining to phase-field simulations of polycrystals.

III. PARAMETER DEPENDENCE OF HYSTERESIS LOOP STRUCTURES

By using our stated initial conditions, the number of periods of the applied field required for a system to exhibit steady-state behavior increases with $\omega$ and decreases as $E_0$ grows. However, we henceforth consider only steady-state behavior. Under this circumstance, for all field parameters considered, the polarization appears to be periodic in time, though not necessarily sinusoidal. Moreover, $P$ oscillates with the same frequency as that of $E$, i.e., the $P$–$E$ curves form closed loops. The structures of these loops depend on the phase shift of the polarization with respect to the applied field. This shift, which will be elaborated on later, is due to the relaxation delay of the system. Hysteresis loops for $E_0 = 100$ and frequencies ranging from $\bar{\omega} = \bar{\omega}_0$ to $\bar{\omega} = 1000\bar{\omega}_0$ are displayed in Fig. 1. Some corresponding plots of the temporal evolution of both $\tilde{E}$ and $\tilde{P}$ are exhibited in Fig. 2. In the following analysis, we employ the terminology used by Rao et al. in their study of magnetic hysteresis in Ref. 131. Figures 1(a)–1(f) indicate that as field frequency increases, loop saturation disappears and the loop shape morphs from being spindle like to being ellipse like. Evident from Figs. 1(d)–1(f) is that once ellipse-like loops appear, the semi-major axis of each loop decreases its angle of inclination with respect to the $E$ axis as the frequency increases.

In what follows, we define the coercive field as the field magnitude at which $P = 0$ when hysteresis loops are not shifted towards the upper half of the $P$–$E$ plane. To provide physical insight into the parameter dependence of hysteresis loop structures, we emphasize the view advocated by Su et al. in their study of nanocrystalline ferroelectric polycrystals. That is, we consider the frequency dependence of hysteresis loops to result from a competition between the speed associated with the polarization evolution and the speed associated with the applied field. Recalling then that (i) as discussed in Sec. II, our considered polarization evolution model is of the form “velocity proportional to force” and it thus describes a viscous-type mechanism where $\partial P/\partial t$ is proportional to the viscous force; and (ii) increased speed of the polarization evolution is associated with a higher field frequency consistent with the latter being identical to the polarization frequency in the steady state, it becomes evident that the system can become more viscous as $\omega$ increases. This means that (i) as $\omega$ grows, the polarization should increasingly lag behind the applied field up to some threshold field frequency; and (ii) prior to exceeding this frequency, the coercive field should increase with $\omega$. The former and latter theoretical expectations are confirmed in Figs. 2(a)–2(c) and 1(a)–1(e), respectively. The growth of the coercive field with increasing field frequency can provide a $P$–$E$ loop area $\langle A \rangle = \frac{1}{2} \int PdE$ that grows with $\omega$. Such behavior is exhibited in Figs. 1(a)–1(d). Our result that both the coercive field and $\langle A \rangle$ increase with $\omega$ when the latter is sufficiently low is in accordance with (i) experimental observations of Pb(Ti$_{0.8}$Zr$_{0.2}$)O$_3$, Pb(Ti$_{0.48}$Zr$_{0.52}$)O$_3$, SrBi$_2$Ta$_2$O$_9$, and Nd-substituted Bi$_2$Ti$_3$O$_12$ systems; (ii) the results of Ref. 21; and (iii) the predictions of the quasi-static analytical approximation performed by A. Starkov and I. Starkov. Such increases are not expected for all frequencies, though. For sufficiently high frequencies, the range of polarization values reached by the system is expected to decrease as $\omega$ grows. This happens as frequency increases because the...
applied field’s characteristic time, which varies inversely with \(\omega\), becomes smaller relative to the system’s effective relaxation time \(\tau_r\). This means that (i) as frequency grows, \(P–E\) loop saturation disappears; and (ii) above a critical \(\omega\), \(\langle \Delta \rangle\) decreases with increasing field frequency. Such behavior is evidenced in Figs. 1(d)–1(f). Another feature pertaining to the two characteristic times, i.e., \(\tau_r\) and \(\omega^{-1}\), is that at sufficiently high frequencies the polarization vector, which initially points in the same direction as the applied field, cannot respond fast enough to undergo a 180° reversal before the applied field returns to pointing in the same direction as this vector. When this occurs, the loop should be shifted upwards in the \(P–E\) plane. This expectation is confirmed in Figs. 1(g)–1(i) and 2(d). The initial positive values of \(E\) provided by \(E = E_0\sin(\omega t)\) account for the bias towards the upper half of the \(P–E\) plane indicated in these figures. We elaborate on this asymmetry in Sec. VI. Our result of a decreasing hysteresis loop area with increasing \(\omega\) when frequencies are sufficiently high is expected from experimental observations of \(\text{Pb(Ti}_{0.48}\text{Zr}_{0.52})\text{O}_3\),\(^{22,47,132–134}\) \(\text{SrBi}_2\text{Ta}_2\text{O}_9\),\(^{134,135}\) and Nd-substituted \(\text{Bi}_4\text{Ti}_3\text{O}_{12}\) systems.\(^{136}\) We have thus validated the considered model in the high-frequency regime.

We note that it has been pointed out in Ref. 21 that the term \(\tilde{\omega}K/\rho\) determines the \(P–E\) relationship if all other model parameters are constant. We have confirmed this result. Recalling that \(\tilde{\omega} = \sqrt{\rho/|\Delta|}\) and noting that the normalized applied field is independent of \(\rho\), we arrive at the result emphasized in Ref. 21 that the term \(\tilde{\omega}K/\rho\) determines
the $P$–$E$ relationship if all other parameters are constant. Similar behavior is indicated in Refs. 73, 137, and 138. We also mention that because we have considered a system with spatially homogeneous polarization, domain-wall energy does not contribute to this system. However, this energy is known to influence the $P$–$E$ relationship when polarization is spatially inhomogeneous. In this case, as the domain-wall energy densities $D_{11}$ and $D_{44}$ of Eq. (1) increase, they can have the effect of constricting polarization hysteresis loops.80

Although the dependence of hysteresis loops on field amplitude for a fixed field frequency has been discussed in Ref. 21, for completeness we briefly elaborate on this topic. Hysteresis loops for $\tilde{\omega} = \omega_0$ and amplitudes ranging from $\tilde{E}_0 = 100$ to $\tilde{E}_0 = 350$ are displayed in Fig. 3. In accordance with the results of Ref. 21, as well as experimental observations of Pb(Ti$_{0.48}$Zr$_{0.52}$)O$_3$,22 SrBi$_2$Ta$_2$O$_9$,134,135 and Nd-substituted Bi$_4$Ti$_3$O$_12$ systems,136 we see that both the coercive field and $\tilde{\lambda}_{hi}$ increase with $\tilde{E}_0$. Recalling the content of the second paragraph of the present section and noting that Ref. 73 indicates that a higher $\tilde{E}_0$ provides a stronger thermodynamic driving force, these increases in both the coercive field and $\tilde{\lambda}$ are expected. This is because as the thermodynamic driving force grows, so too can the phase lag of the polarization with respect to the applied field. For additional discussions pertaining to the parameter dependence of hysteresis loop structures, we refer the reader to Refs. 19, 21, 47, 73, 80, 130, 131, 137, and 139.

As mentioned in Sec. I, the experimentally expected trend of a decreasing hysteresis loop area with increasing frequency when the latter is sufficiently high was not obtained when the considered model was applied in Ref. 21. Consequently, it was concluded in this reference that the model is implied to be appropriate only for low frequencies. We now have evidence that counters this point. The aforementioned discrepancy between the results of Ref. 21 and those from experiment may be due to deficient numerical methods and not to an invalid model. Although the computational techniques used to determine the results of Ref. 21 were not clearly specified in this reference, it is suspected that a semi-implicit Fourier-spectral method (e.g., Ref. 140) was employed. While such a technique can decrease computation time, it can also cause inaccuracy.141 In contrast, we employ an explicit fourth-order Runge–Kutta method.
IV. HYSTERESIS DISPERSION

Extending the analysis, we consider the $\tilde{P}-\tilde{E}$ loop area $\langle \tilde{A} \rangle$ as a function of frequency, i.e., hysteresis dispersion. $\langle \tilde{A} \rangle$ represents the energy dissipated during one cycle of the applied field. Hysteresis dispersion curves for field amplitudes ranging from $E_0 = 100$ to $E_0 = 5000$ and from $E_0 = 1500$ to $E_0 = 5500$ are displayed in Figs. 4(a) and 4(b), respectively. For each of these figures, the $\omega_0/\omega$ axis is on a logarithmic scale and the lines connecting the data points serve as guides to the eye. We see that each amplitude produces a single-peaked dispersion curve. In accordance with the discussion of Sec. III, the progression towards a smaller single-peaked dispersion curve. In accordance with the discussion of Sec. III, the progression towards a smaller single-peaked dispersion curve. In accordance with the discussion of Sec. III, the progression towards a smaller single-peaked dispersion curve. In accordance with the discussion of Sec. III, the progression towards a smaller single-peaked dispersion curve.

Consequently, the model has been further validated.

V. RELATIONSHIP BETWEEN RELAXATION TIME AND FIELD AMPLITUDE

We can determine the dependence of $\tau_r$ on $E_0$ by using the scaling analysis suggested in Ref. 132. This begins with redefining hysteresis dispersion in terms of $\log(\tilde{\omega}/\omega_0)$ in order to ensure convergence of an arbitrary $n$th momentum $S_n(\tilde{E}_0) = \int_0^\infty \tilde{\omega}^n \langle \tilde{A} \rangle (\tilde{\omega}, \tilde{E}_0) d\tilde{\omega}$. This provides the scaling parameters

$$\gamma = \log \left( \frac{\tilde{\omega}}{\omega_0} \right),$$

$$S_n(\tilde{E}_0) = \int_{-\infty}^{\infty} \gamma^s \langle \tilde{A} \rangle (\gamma, \tilde{E}_0) d\gamma,$$

$$\gamma_n(\tilde{E}_0) = \frac{S_n(\tilde{E}_0)}{S_0(\tilde{E}_0)},$$

and

$$\tau_1 = 10^{-\gamma_n}, \quad (10)$$

where $\gamma$ is the modified frequency, $\gamma_n$ is the $n$th characteristic frequency, and $\tau_1$ is proportional to $\tau_{134,144,145}$. Because $\langle \tilde{A} \rangle$ values are small outside the frequency ranges represented in Figs. 4(a) and 4(b), it is adequate to integrate over only these ranges to determine the dependence of $\tau_1$ on $\tilde{E}_0$. This dependence is displayed in Fig. 5 where $\tilde{E}_0$ is plotted on the horizontal axis and the solid line, which serves as a guide to the eye, represents an inverse linear relationship between $\tau_r$ and $\tilde{E}_0$. This figure implies that when field amplitudes are sufficiently high, an inverse linear correlation exists between $\tau_1$ and $\tilde{E}_0$. When this relationship does not hold, $\tau_1$ is lower.
than expected from this inverse linear correlation. This scaling behavior obtained for both low- and high-amplitude fields agrees with experimental observations of Pb(Ti0.48Zr0.52)O3, SrBi2Ta2O9, and Nd-substituted Bi4Ti3O12 systems. We have thus further validated the considered model. We note that one study of a model of a ferroelectric system indicates that this model does not produce an inverse linear relationship between $\tau_1$ and $E_0$ when the latter is extremely large.143

We elaborate on the values of $\tau_1$ that we obtained which are lower than expected from the inverse linear correlation that exists between this parameter and $E_0$ when the latter is sufficiently large. For spin systems, it has been suggested that the response speed of domain boundary migration is slower than that of domain rotation.132 Because the latter mechanism of domain switching may be dominant when field amplitudes are small, it is thought that at small field amplitudes, values of $\tau_1$ may be lower than expected from the inverse linear correlation which exists at larger amplitudes. However, we have obtained such lower values of $\tau_1$ by using a model that captures polarization switching which occurs only by homogeneous variation of the modulus of the longitudinal component of polarization. This means that an alternative explanation for the deviation from an inverse linear correlation exists in the case of the considered model. Additional insight pertaining to the behavior exhibited in Fig. 5 might be provided by Refs. 126, 127, 132, 134, 138, 143, and 145–153.

Establishing a relationship between $\tau_\sigma$ and $E_0$ is not only relevant to the development and validation of theory. If $\tau_\sigma$ is in units of seconds and $\omega$ is in units of hertz, complete domain reversal will occur when $\tau_\sigma < \omega^{-1}$, i.e., if frequencies are sufficiently low. However, domain reversal cannot fully transpire when $\tau_\sigma > \omega^{-1}$, i.e., if frequencies are sufficiently high. Knowing, then, the relationship between $\tau_\sigma$ and $E_0$ enables a convenient prediction of the field amplitude necessary to produce complete domain reversal at a particular $\omega$. Considering that an interest exists in using ferroelectrics to achieve tunable transmission of radio-frequency electromagnetic fields, and that some of the ways this may occur can depend on complete or incomplete domain reversal, this predictive capability may be of applied relevance.

VI. SYMMETRY-BREAKING TRANSITION

We elaborate on the symmetry-breaking transition that occurs when $\omega$ is sufficiently high and $E_0$ is sufficiently low. Such a transition may also be referred to as a dynamic phase transition or a dynamic transition. In the steady state, $P$–$E$ curves appear to form closed loops for all the considered values of both $\omega$ and $E_0$. However, depending on the values of these parameters, one of the two loop types is observed. One type is characterized by a symmetry that is identical to a symmetry of the applied field, i.e., $X(t) = -X(t + T/2)$, where $T$ is the polarization period (and the field period) and $X$ denotes $P$ or $E$. A system that exhibits this property is considered to undergo a symmetry-breaking oscillation (SBO). Average polarization, which is zero for SRO cycles and nonzero for SBO cycles, serves as an order parameter that distinguishes these two types of oscillations. This metric as a function of field frequency for various field amplitudes is displayed in Fig. 6.

![FIG. 6. Average polarization as a function of frequency for the field amplitudes indicated. The lines connecting the data points serve as guides to the eye.](image-url)
for all physical systems. For example, a study of an anisotropic $XY$ spin system that exhibits Ising-type motion has produced a bifurcation curve which, unlike that of Fig. 7, does not exhibit a nearly proportional relationship between field amplitude and the critical frequency above which SBO cycles occur.\textsuperscript{156} For additional discussions pertaining to symmetry-breaking transitions, we refer the reader to Refs. 47, 128, 131, and 154–157.

\section*{VII. CONCLUSION}

By using a second-order TDGL model, we simulated the dynamic polarization hysteresis behavior of a ferroelectric system subjected to a sinusoidal electric field. Polarization hysteresis loop structure as a function of both field amplitude and field frequency were examined. Departing from previous work that established that the considered model produces experimentally expected hysteresis dispersion in the low-frequency regime, we demonstrated that (i) this model also produces experimentally expected hysteresis dispersion in the high-frequency regime; (ii) this dispersion implies, in agreement with experimental observations, that system relaxation is characterized by an effective characteristic time which is inversely proportional to field amplitude when the latter is sufficiently high; and (iii) the considered model predicts a symmetry-breaking transition that depends on both field frequency and field amplitude.

With the considered model now validated and employed to predict the mentioned transition, there is renewed relevance in determining the material-dependent parameters necessary for obtaining increased predicative capabilities with this model. Free-energy coefficients for numerous materials are available, and in some cases, the temperature dependences of these coefficients are indicated.\textsuperscript{2,60,69,125,158–168} Furthermore, first-principles calculations can provide such coefficients.\textsuperscript{2,60,162–167} Information pertaining to the material-dependent kinetic coefficient $K$ is somewhat scare, though. Regarding this parameter, we mention that Refs. 18, 19, 32, 70–72, 129, and 169 provide experimentally informed phase-field kinetic coefficients for ferroelectric systems. Additionally, temperature-dependent approximations for $K$ are provided in Refs. 169 and 170. In the latter reference, the approximation indicates that $K$ depends on a material-specific polarization relaxation time which itself depends on the strength of the applied electric field. Therefore, for some applications, it may be beneficial to examine the effects of this field dependence of $K$ on polarization evolution. We also note that considering the aforementioned temperature dependences is relevant because of the $E_0$- and $\omega$-dependent self-heating of a ferroelectric system which results from the cycling of an applied field.\textsuperscript{61,171,172} Proceeding with a discussion of parameter determination, we mention that information regarding the material-dependent effective mass density $\rho$ is also rather scant. We note that one attempt to obtain an experimentally informed phase-field inertial term for a ferroelectric system failed to produce a nonzero value for this parameter.\textsuperscript{18} However, a nonzero value for $\rho$ has been obtained for BaTiO$_3$.\textsuperscript{173–175} Moreover, we mention that $\rho$ is associated with a material’s plasma frequency.\textsuperscript{24,25} Furthermore, Caputo et al. indicate that $\rho$ is proportional to $K$ for a given material.\textsuperscript{36} We also note that the incorporation of memory effects into the classical (first-order) TDGL equation by using a decaying exponential memory function characterized by a decay time $\tau$ can result in an equation identical in form to the second-order TDGL equation considered in the present work.\textsuperscript{176} This means that if a material’s polarization decay time is determined, this material’s effective mass density can be obtained.

However, ferroelectric materials consist of both an ionic subsystem and a much less massive electronic subsystem,\textsuperscript{26} and the response of the former to an applied field can be distinct from that of the latter.\textsuperscript{26,62,177,178} Indeed, the difference in subsystem responses can be so pronounced that at optical frequencies the ionic-subsystem polarization can be taken as static in the adiabatic approximation for the electronic-subsystem polarization.\textsuperscript{26} Because distinct subsystem responses exist, obtaining of a polarization evolution model that is simultaneously computationally feasible and sufficiently accurate for high frequencies or a large frequency bandwidth may require consideration of an ionic-subsystem phase field coupled to an electronic-subsystem phase field.

Before concluding this article, we mention that although homogeneous polarization switching is exhibited by some ultrathin ferroelectric systems,\textsuperscript{179–182} other ferroelectric systems exhibit polarization switching that transpires by a nucleation-and-growth process.\textsuperscript{116,185–187} In this process, localized nucleation of reversed domains occurs followed by their growth and possible coalescence. When this happens, coercive fields, which indicate the ease of domain reversal,\textsuperscript{188} can be much smaller than those predicted by a model that captures only the homogeneous mechanism of polarization switching.\textsuperscript{118} Models that incorporate thermal vibrations,\textsuperscript{113,189} surface effects,\textsuperscript{20,107,111,122} space charges,\textsuperscript{111,190} and dipolar defects,\textsuperscript{21,118,122,126,137,138} may cause the nucleation-and-growth process and, consequently, increase agreement with experimental observations by decreasing the predicted coercive fields. Such decreases occur because these models can lower the energy required to locally switch polarization.\textsuperscript{184} The energy then needed to reverse the
polarization of an entire system can be less than what it would be in the case where reversal occurs homogeneously.\textsuperscript{184} Of course, as we have discussed, coercive fields also depend on the frequency of the applied field, and we have now validated a model that captures experimentally expected frequency-dependent behavior. A next step is to consider a model that also captures the factors that cause the nucleation-and-growth process. This is left as a topic for future investigation.
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